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Abstract. This essay analyzes the major social and ethical issues of big data and how to legitimize the use of big data algorithms and AIs in the criminal justice system. Focusing on the procedural justice aspect of these tools and analyzing the different regulations currently in force, this essay investigates whether such algorithms can be delegated and replace judges in their role as decision-makers. Here it is argued that decision makers cannot be replaced and that in these fields some technologies should only be used to support decisions.

Keywords: big data ethics, AI bias, procedural justice

Introduction

Many innovative technologies have changed the procedures and methods of operation of different systems in our society. Nowadays Big data-based algorithms are widely used in different fields, and very often the analysis operations on these data are carried out by Al systems such as neural networks.

One of the much-discussed fields of application of these technologies is the criminal justice system. In recent years, especially in the United States, several news headlines were talking about “Algorithms that Predict Future Criminals”.

They got a lot of public attention since the usage of risk assessment software to predict the likelihood of recidivism of individuals was new to the public. These systems are becoming more common, and they are already used to provide guidance to judges at sentencing.

Like many new features, these also leads to different benefits, but also various problems: the most discussed are due to data biases, which can harm the neutrality of judgment in a trial. For instance, in Loomis v. Wisconsin (2016) in the USA, the Supreme Court of Wisconsin considered the legality of using the COMPAS (Correctional Offender Management Profiling for Alternative Sanctions) risk assessment software in criminal sentencing. In the same year ProPublica published a report in which the results of the algorithm used by the COMPAS system were analyzed and the algorithm biases that could lead to a consolidation of discrimination phenomena were highlighted.

---

Another issue concerns the role that these technologies can play in the criminal justice system. Will they only remain as tools to support decision-making, or will they replace the decision makers?

In this essay, through the analysis of current legislation, and using a typical point of view of procedural justice, four key factors, necessary to ensure that a given procedure is perceived as fair by people, are analyzed. The conclusion deriving from this analysis leads to consider it difficult to use certain technologies to replace decision makers.

**Changing the decision maker in the criminal justice system**

Throughout the history of mankind, various criminal justice systems have always relied on people to play the role of decision-makers. Judges, kings and queens, legislators, druids, priests, bureaucrats: they all cover roles that are legitimized by the peoples. Although these figures have always changed over time and space, the role of the decision-maker has always been played by individuals.

The trust placed in decision makers by people guarantees the perceived fairness of the processes. Not only that, but some research also reveals that public trust in the courts is an essential component for maintaining good governance. Furthermore, people expect judges to behave fairly and impartially and in addition to that, they expect a certain predictability in the decisions made by them which are legitimized by a stable system of laws.

We could consider perceived trust as a combination of court user's perception of predictability, fairness, trustworthiness, and unbiasedness of a judicial decision-maker. The more people trust criminal justice systems, the more they obey the law. Many studies show how people obey the law mainly because they believe the system is legitimate; not because they fear sanctions if they transgress.

Hence, if someone wanted to delegate the role of decision-maker to an AI, they should first consider the need to make everything as transparent and understandable as possible in order to increase people's trust in that tool.

There are systematic differences in individuals' perceptions of algorithmic versus human decisions. There are several positives and negatives to delegating AI, algorithms could be perceived as more consistent and objective than humans. However, even if these tools can provide forecasts which are fairer, more efficient, and more accurate than clinical judgments...
made by human beings, people believe that algorithms do not consider the uniqueness of cases of individuals and above all they feel they cannot take an active part, not being able to have an interpersonal relationship with the algorithms.

Big data algorithms and AIs are already getting used from law firms to read documents, prepare case files, and predict the win rate of court cases. With the increasing use of these technologies, even in the courts and law firms, it is quite predictable how these algorithms will find more and more space in criminal justice systems.

There are various specific risks of adopting AI systems to replace judges in their role as decision-makers: for example, the current statistical model of prediction used by many algorithms based on machine learning takes into account parameters such as accuracy, precision, recall. These parameters are needed in order to keep track of the false positives generated by the predictive model. The problem with these systems is the domain of applications of such predictive models: in the criminal justice system even just a false positive can correspond to an unjustly condemned person.

Furthermore, predictive models generated by AIs are the result of a dataset-based training process. These datasets are usually made through data-mining operations. This data can incorporate different types of bias which can lead to the consolidation of certain prejudices or discrimination. Two main problems therefore emerge: the first is that the data and the algorithms that use them are human artifacts, the second is that, due to the very nature of these algorithms based on static models, the results could lead to different paths compared to the initial objectives.

Big data ethics and social issues

Considering the data, it is necessary to analyze the collection processes that lead to the creation of databases and to the concept of big data.

Big data are characterized by the increased volume, velocity and variety of data being produced. Such characteristics bring major concerns raised by community stakeholders that fear that large-scale analysis could “warp or misinform narratives, particularly those relating to marginalized populations.”

For many fields of study, the collection of big data is made easy by the immeasurable amount of information available on the Internet and on social networks. Unfortunately, the mere collection of data excludes possible starting biases from the analysis. For example, several studies show that there are different socio-demographic and economic factors that lead individuals to use one site or a social network rather than another. The time spent and how to use these platforms also depends on social factors. While in other fields these biases could

10 Hargittai, E. Potential biases in big data: Omitted voices on social media. Social Science Computer Review. (2018)
lead to simple noise in the generation of predictive models, in the criminal justice system, data analysis and tuning processes are necessary in order not to run into predictions and interventions based on out-of-context interpretations that can lead to the punishment of innocent people.

Moreover, in criminal justice, data is not something exact: the same crimes are man-made normative phenomena that may change according to place and time. The big data used by predictive models usually come from larger groups and tend to ignore minorities and special cases and thus be constituted by the most widespread and regulated types of crimes.

The predictions of these models will consequently be the more accurate the closer the reality of the observed facts is to the reality perceived by the AI in the training phase. The problem in providing big data to AI in this context is the difficulty of obtaining predictive models capable of balancing competing values.

In modern democracies the codes of criminal procedure are the result of years of legal doctrines in constitutional and criminal law which lead to the perception of the different legal systems more or less equitable. Understanding how to balance decisions is what makes the perception of one legal system more legitimate than another. If the data underlying the training of AI to use in criminal justice systems are biased, it is clear that such systems can never be perceived as legitimate by the population.

European regulations and discrimination in data-supported decision making

Even if the use of algorithms based on big data and AI systems can lead to the reinforcement of certain biases and possible discrimination, it is undeniable that the use of these tools as a support to the decision-making process can help to make decisions that are as objective and informed as possible. A data-supported decision could also help limit existing discriminatory treatments in human prejudices.

It is also clear that the main difficulties in understanding how to best implement these tools are due to their recent introduction. An important role should be played by institutions which should consider every possible damage coming from a poor regulation.

At EU level, an important step forward at the regulatory level was taken with the introduction in 2016 of the General Data Protection Regulation (GDPR).\textsuperscript{11} The GDPR analyzes these technological innovations with particular attention to fundamental rights that could be infringed by technologies that use people’s data.

The GDPR also explicitly introduce a right to explanation. It is expressly mentioned that data subjects should be provided with “meaningful information about the logic involved, as well as the significance and the envisaged consequences of such processing for the data subject”.\textsuperscript{12}

\textsuperscript{11} General Data Protection Regulation (GDPR) Compliance Guidelines: https://gdpr.eu/ (last visited 04/06/2022)
\textsuperscript{12} General Data Protection Regulation, Recital 71, Art. 13 (2) (f) and Art. 15 (1) (h).
Article 21 of the EU Charter of Fundamental Rights prohibits discrimination based on several grounds. All data relating to characteristics that can lead to discrimination (sex, ethnicity, age, etc.) are intrinsically linked to the individual who possesses them and are therefore by definition personal information. As personal information they are protected under the data protection legal framework.

More specifically when it comes to the use of big data for law enforcement purposes, the resolution of the European Parliament of 16 February 2017 “warns that […] maximum caution is required in order to prevent unlawful discrimination and the targeting of certain individuals or groups of people defined by reference to […] as well as individuals who happen to be defined by particular characteristics”.

But the European Union has already recognized the importance and benefits of using AI in the justice sector: “the European approach to artificial intelligence (AI) will help build a resilient Europe for the Digital Decade where people and businesses can enjoy the benefits of AI”. On the other hand EU also points out the importance of trust and transparency given by algorithmic systems to minimize risks and maximize benefits.

On 8 April 2019, the High-Level Expert Group on AI presented Ethics Guidelines for Trustworthy Artificial Intelligence followed by the Assessment List for Trustworthy Artificial Intelligence (ALTAI) (17 of July 2020). ALTAI is a practical tool that help developers to develop a Trustworthy AI based on several requirements. Now EU is also working on a Regulatory framework proposal on AI which consists in a risk-based approach that defines 4 levels of AI risk: unacceptable, high, limited, minimal or no risk. For example, the use of AI classified as unacceptable would be prohibited while those classified as high risk will have special requirements for data governance, document and record keeping, transparency requirements, and human oversight. AI used in court is classified as high risk.

Consequently, the European Union does not ban the use of AI in the criminal justice system and is also trying to regulate its implementation. The adoption of AI will affect the role of judges and citizens' trust in the justice system. As sooner or later we will see more and more algorithms involved in the current decision-making process in the courts, therefore it is necessary to understand what factors are necessary for the legitimacy of these tools.

---

Algorithms, data, and procedural justice

Several studies show how the attitude of individuals towards algorithmic decision-making depends on the type of task assigned to the algorithm. In general, algorithms are perceived as more reliable when dealing with facts concerning reason and not emotion.\(^\text{17}\)

The main idea that pushes AI proponents to replace judges in the role of decision-makers is the possibility of eliminating any bias and any human heuristics from the decision-making process. This would serve to limit the criminal justice system in a direction of pure scientific method: this idea was already present in Cesare Beccaria's pamphlet On Crimes and Punishments (1764) which concluded that criminal justice should be confined to reason. In addition to having paved the way for the removal of the death penalty, Beccaria's work made it possible to humanize criminal trials and to give a role to the emerging social class of those times and to contribute to the birth of modern democracies. Similarly, today, the transition to new types and processes of decision-making serves to legitimize the new digital social class that pushes the adoption of these tools to have fairer and impartial processes.

While there are huge differences between humans and algorithms, it is necessary to understand how one can legitimize the delegation of an AI as a decision maker instead of a judge. The perception of fairness by individuals of the criminal justice system is different from real fairness. Many psychological studies show that individuals tend to value interaction with authority as more important than possible outcomes (Tyler 1990).

Using principles of procedural justice, it is possible to identify some key factors necessary for the legitimation process on the part of individuals. As the name implies, procedural justice focuses more on processes and thus on interactions rather than on process outcomes. Hence, if the procedures are considered legitimate and the criminal justice system is perceived as fair, then unfavorable outcomes for individuals are not a threat to the legitimacy of legal authorities. If we consider two alternative procedures that serve a particular criminal justice system task, it is necessary to monitor the procedural justice aspect to understand which of the two to rely on. Therefore, if someone wants to delegate an AI, they should focus on increasing the procedural justice of that tool.

Obviously, there is always the danger that authorities might be able to produce a procedure that appears fair but in fact is not, thus creating a "false consciousness (Tyler 1990). The focus, however, is on the possible legitimization by individuals: it has been shown that there are four key factors that contribute to the perceived fairness of the procedures:

1. Interpersonal aspect: how the individual is treated during the interactions with authorities.
2. Neutrality: whether the decision-maker is perceived as neutral.
3. Trustworthiness: whether the decision-maker is perceived as trustworthy.
4. Participation in the process: how and if the individual was able to actively participate.

\(^{17}\) Rai TS, Diermeier D. *Corporations are Cyborgs: Organizations elicit anger but not sympathy when they can think but cannot feel.* Organ Behav Hum Dec 126:18–26 (2015).
Interpersonal aspect

The first factor must deal with how the individual is treated during the interactions with authorities. More specifically if an individual is treated with respect and dignity by the decision maker. Obviously if an AI were to fill the role of decision-maker, the individual would continue to interact with people of the criminal justice systems such as police officers. Surely this factor could be the least relevant as the interpersonal aspect would not be outdone but knowing that the decision was made in a predetermined way by an algorithm could make the individual feel harmed in his dignity.

Neutrality

One of the most crucial factors is certainly neutrality. On this factor, supporters of big data algorithms and AI are trying to ensure that these tools are increasingly adopted in courts. But can an AI decide in a truly neutral way? In this context, neutrality refers to whether the decision maker follows rules impartially and is making objective, unbiased decisions based on facts. The software running the algorithm follows the same rules in the same way for every decision, this would seem to indicate neutrality. However, one of the main criticisms concerns the aforementioned biases. If the big data used for AI training were biased, then many or all decisions could be influenced by these biases. Nevertheless, these could be easily removed from a computer algorithm than from a human. Not only that, if someone were to become aware of specific cases of discrimination, a decision-making algorithm could be implemented that aims precisely at reducing such existing discrimination, making these algorithms the perfect tool to bring procedural justice to neutrality. This factor depends a lot on the AI implementation rules used.

Trustworthiness

In the field of procedural justice there are two characteristics that contribute to trustworthiness: the first is whether the decision maker has a link with the individual (same social group, city of origin, age, etc.) and secondly whether the decision maker explains and argues his decision.18 Certainly, the AI will never achieve reliability through some kind of personal connection. Therefore, an algorithm will only be deemed trustworthy if its calculations are transparent and understandable to the affected person.

The main problem here is that AI's that involve a large amount of data are often Black box AI. These types of systems can be viewed in terms of its inputs and outputs without any knowledge of its internal workings. Opacity of decisions is not an exclusive problem of AIs. As of now, the courts have generally refused to impose a duty on trial court judges to explain sentencing decisions. In this factor, AI could improve by adding transparency to processes and analyzing the correlations between inputs and outputs to better understand the internal processes of the AI itself.

---

Another important feature would be the ability of AI to explain decision-making processes in natural and easily understandable language.

“Explainable AI should be able to communicate the result naturally to humans, but also the reasoning process that justifies the result.”\(^\text{19}\)

**Participation in the process**

Individuals feel legitimate a process the more they can express their point of view to the decision maker.

The “process” consists also of the individual telling their story to the decision-maker. Although this part may be irrelevant to the outcome of the process, active participation makes the perception of the justice system by individuals more legitimate. Furthermore, in almost all modern criminal justice systems, individuals are represented by lawyers who take their place. Hence rarely an individual has a real chance to speak to the decision-maker. It is the mere fact of being able to speak that makes the individual feel an active part of the process. Clearly with an AI this factor would completely fail.

With an AI the defendants will have no real chance of participation in the trial and no opportunity to present their point of view to the decision-maker.

Conclusion

AIs and big data algorithms in general do not appear to achieve an exceedingly high score on the procedural justice scale. Although these tools could potentially increase the perceived neutrality of the criminal justice system, they fare poorly in the areas of participation and trustworthiness.

Certainly, there are many differences between human beings and algorithms, the focus held in this essay was in general the perception by individuals of these differences. In particular, the possibility of introducing AI into the criminal justice system up to the possibility of delegating them in the role of decision-maker. Furthermore, everything was analyzed without considering hybrid situations, but taking into consideration only two alternatives: the current model and a model with an AI as decision-maker. The level of integration of AI and its relationship to human judges can take many forms and can affect people differently.

Surely from this analysis it emerges how the de-subjectivation operated by the digitalization of our society can lead to undesirable consequences. On the other hand, process automation could increase our knowledge of the criminal justice system itself.

For instance, if in some justice systems the existing structure leads to arbitrary and discriminatory results, AI tools could improve the reliability and neutrality of the system. In conclusion, the introduction of these tools in the courts must take into account many factors, but most likely the decision makers will never have to be replaced by AIs. Criminal procedure has several conflicting goals and many times the outcome requires a mediation that is the result of years of jurisprudential doctrine. This makes it difficult to completely remove the human component from the decision-making part. The impact on society and on the human rights of individuals would be too great to allow such a radical change: as humanity we would lose the power to decide on ourselves.
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